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Abstract
The criticality of cyber infrastructure makes it a very attractive target, which we try to protect by building perimeter defences.  This paper argues that a reactive-oriented network defence policy based solely on perimeter defences is not sufficient to properly safeguard IT infrastructure.  An argument is made for an approach based on the idea that defence begins with an understanding of those adversaries that pose significant risk to the cyber infrastructure, their motivations and their capabilities.  Therefore, the first response to an attack should not always be to immediately block the attack.  Instead the paper examines response with a defensive counter-information operation (IO counter-measure) with the objective to discover: who is attacking, what they are capable of, what their current mission objective is, and what is the larger strategic goal or context for the current attack. A set of Operational Objectives for such a response is defined.  This response concept is also oriented in a set of Principles of Operation for Network-based IO counter-measures.  To enable this new kind of operation, new tools and techniques are required. Key research areas have been identified and a honeypot-based  IO counter-measures tool is presented as specific topic area for fruitful research.

1. Introduction

The cyber infrastructure is vulnerable to threats from many different sources.  Many of these come in the form of computer attack and the exploitation of our Information Technology (IT) systems by malicious individuals and organizations.  The current response to this threat is to build technological walls to shelter our IT systems.  This paper proposes another equally important response activity. IT infrastructure attack should be met with a counter-operation whose goal it is to understand the attacker and his motivations.

The standard response to threats is predicated on a paradigm in the form of “Protect, Detect, and React” [1].  The intention is to protect the systems as much as possible by taking appropriate preventive measures (such as up-to-date configuration and patching of operating systems and applications, good security practices by users, use of perimeter-defence tools such as firewalls, etc.), to detect potential problems (by monitoring the network, making use of intrusion detection systems (IDS), etc.) and finally reacting to hostile events.  

Unfortunately, there are problems with this approach.  First, the attacker has the initiative; the security community is only reacting to malicious activities.  This makes it very difficult to keep abreast of the threats. Second, such an approach is rarely flawlessly implemented.  Too often, the computer security community attempts to protect information systems by building walls to stop potential attacks, but these defences are poorly monitored.  Third, the traditional response to threats has been to ensure that the gaps in the wall have been closed.  We believe that this approach is not sufficient.  To properly defend the cyber infrastructure, it is important to gain information about those who threaten it, and we offer insights into how this might be accomplished. In any classical defence it is not likely that the defenders will build protective walls and never look out over the top of them to see: who is attacking, what is the strength and capability of the enemy, and where he is likely to attack next.  The core goal of this paper is to draw attention to the necessity of addressing these issues, and to propose direction for research into tools and techniques that can be used to realize this response philosophy.

To mount an effective response operation to provide information about the attacking force and its intentions the defenders need an effective set of procedures, organizational structure and tools suited to the task. In Section 2 of the paper, we will discuss Information Operations to show how this approach can potentially benefit the emergency preparedness aspects of cyber infrastructure.  The lessons of more mature information operations disciplines can be applied to defence of the cyber infrastructure.  Honeypots are a current technology used as a means of gathering information on attackers tools and techniques, and have been described in the open literature. Section 3 will introduce Honeypots as a promising foundation technology on which to build a new set of tools that can be used to provide a deeper understanding of the attacker.  Section 4 will discuss the extension of the Honeypot concept and the operational context in which such tools can be deployed to learn more about the nature of, the capability of, and the intentions of those who threaten our cyber infrastructure. Section 5 presents a conclusion to the discussion. 
2. Information Operations
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Information Operations are defined as “actions taken in support of political and military objectives which influence decision makers by affecting others’ information while exploiting, or fully utilizing, and protecting one’s own information.”[2]. While the definition implies that information operations are military in nature, we argue that those who are charged with the management of cyber infrastructure can gain valuable insight from its study and the application of its concepts.  The reader may have heard terms such as information warfare, InfoWar, network warfare, etc.  While there are slight differences in these concepts they are very similar in nature.  We will use the term information operations exclusively.  While originally conceived in a military context, information operations are equally relevant to the new global threat environment and can find application in critical infrastructure protection, counter-intelligence, and contending with organized criminal activity.

The field of information operations is broad, and it can include such aspects as psychological operations and public affairs, etc.  This paper focuses on the contributions that communications and electronic capabilities can make to the protection of cyber infrastructure, particularly offensive and defensive information operations.

Offensive information operations include those actions taken to influence adversary decision-makers, with an aim of preventing the adversary decision-making process from achieving its desired results. Conversely, defensive information operations are the actions taken to protect one’s own information so that friendly decision-makers can have timely access to necessary, relevant, and accurate information [2].  This will include actions taken to minimize the effect of the adversary’s offensive information operations on friendly decision-making processes. To achieve this, defensive information operations have three distinctive elements: protection, defensive counter-Information operations, and offensive counter-Information operations.  Protection aims at protecting the most important elements of friendly information from an adversary’s efforts to disrupt them.  Defensive counter-information operations (IO counter-measures) respond to an adversary’s attacks and aim to restore friendly information and systems that may have been affected by adversary actions. Such defensive IO counter-measures are implemented by manipulating one’s own systems and environment.  Offensive IO counter-measures again aim to respond to an adversary’s attacks and to restore friendly information and systems.  In this case however actions may be taken that affect the adversary’s systems and environment.   As an example from a mature field of information operations consider electronic warfare in the context of radar and radar counter-measures used to defeat radar.  An example of a protection measure might be the application of radar absorbing paint to the skin of an aircraft. A defensive counter-measure might be to deploy radar reflective chaff or decoys. An offensive counter-measure might be to use an active radar jamming transmitter to blind the adversary’s radar.

While Figure 1 [3] represents a generally accepted classification of Information Operations, a few aspects transcend this taxonomy because they are applicable to all types of military operations.  Both Signals Intelligence and Computer Network Operations have important applications for the protection of the cyber infrastructure and are briefly discussed in the following paragraphs.  

NATO defines Signal Intelligence as the intelligence that is derived from electromagnetic communications and communications systems, as well as electronic non-communications systems, by other than intended recipients or users [4].  Signal intelligence may be able to acquire information by such means as eavesdropping on communications that pass freely through the radio frequency spectrum or targeting specific points of interest in communications and computer networks.  Information can be gathered by examining and extracting information-content from the text of an intercepted message, or by examining the characteristics of the communication medium.  For example, in radio-frequency direction finding, even though it may not be possible to understand the meaning of an encrypted radio communication, the location of the sender may be determined from observed radio-transmitter activity.

Virtually any communications media in use by an adversary can theoretically be exploited.  These might include copper and optical-fibre cable networks, microwave communications trunks, and commercial telephone and cell-phone networks.  Depending on the nature of the adversary, the target communications systems might be either localized within a well-defined geographical area or be truly global in nature. The computer network-based IO counter-measures being proposed by this work are related to and can draw upon the experience of this mature field of information operations.

The term “Computer Network Operations” (CNO) is used to represent all aspects of computer-related operations, but they have three distinct components: defence, attack, and exploitation [5].  Each of these will be briefly discussed in turn.

Computer network defence (CND) comprises all aspects of the protection of computer networks, including the actions described above to protect information systems.  Computer network defence must defend against any type of attack.  It also involves monitoring computer use, analyzing their operating characteristics in order to detect and respond to unauthorized use, and monitoring other information technology resources; for example, an adversary might use a hand-held computer to transmit a virus to a computer network by synchronizing a calendar entry through an infrared port.  Computer network defence is so important that it is considered a core information operations capability and is actively practised by the Canadian Forces.

Computer network attack (CNA) is an aspect of computer network operations that is directed at the adversary.  The aim is to disrupt, deny, degrade, or destroy information resident in information systems, or the information systems themselves. Computer network attacks can involve activities such as computer based attack of adversary systems, the use of viruses, power surges and cutting cables, etc.

Finally, computer network exploitation (CNE) is aimed at gathering information about the adversary through analysis of their information systems or computer networks.  Analysis can be accomplished through a combination of passive intelligence collection and/or intrusive operations aimed at active-information gathering. This kind of exploitation may be particularly well suited to the protection of the cyber infrastructure through provision of background information about adversaries.

Within the context of CND and CNE operations the core goal of this paper can be addressed by developing an effective network-based IO counter-measures response to attack. We propose the following Operational Objectives for Active Response:

a. Holding Contact with the Adversary,

b. Understanding the Adversary,

c. Preparing the Adversary.

Holding contact with the adversary is necessary to enable the other two operational goals.  Currently, in many cases the first response of network defenders on detecting an attack, or an attacker’s presence on a system, is to break contact with the adversary.  This might be done by blocking the attacker’s network traffic, removing his programs/tools from the system, and patching the vulnerabilities that allowed the attacker to compromise the system.  The overriding goal in this case is to limit the damage the adversary can inflict on the system, and/or the amount of sensitive information the adversary can exfiltrate from the system.  However, the nature of network-based attack is such that after contact is lost it may be very difficult to gather any information about who the attacker is.  The attacker may have been using a chain of compromised computers belonging to third parties to reach the computer being attacked.  The intermediary computers and the attacker himself might literally be anywhere in the world. To observe and begin to understand the adversary it is necessary to hold contact, which means allowing the adversary to maintain a presence on the network and continue with his activity.  This entails risk to the friendly information system. There is therefore a need to develop tools that allow the attacker to continue to have a presence on the friendly information system but provide the ability to limit the damage the attacker can cause and the extent of the information that can be exfiltrated from the system. This needs to be done without making the attacker aware that he is being observed or limited in his activity.  The tools necessary to meet this requirement, to both hold contact with the adversary and to mitigate the inherent risk of doing so, are believed to be a key enabling technology for the future of IO counter-measures.

Understanding the adversary begins to free us from a purely reactive approach to computer network defence.  The intelligence compiled on recognized threats provides an understanding of the motivations and capabilities of major adversaries, which can lead us to deduce the likely location of their next action.  This in turn allows us to position defensive technologies and personnel proactively.  This is the same philosophy used in the intelligence preparation of the order-of-battle for enemy forces when dealing with conventional armed conflict, or in the preparation of the electronic-order-of-battle for enemy electronic warfare assets in the case of that field of information operations. In each case our defence begins with understanding those adversaries that pose significant risk to us, their motivations, and their capabilities.

We begin with the premise that there are organized groups with a mission that is detrimental to our national interests. We may be aware of some of these adversaries. Others we may not become aware of until we have been attacked.  In either case we are likely to be unaware of the true nature of the adversary until we are able to observe and attribute malicious activity.  When an attack has been detected or a system is discovered to be compromised we must discover:

a. who is attacking,

b. what they are capable of,

c. what their current mission objective is, and

d. what is the larger strategic goal or context for the current attack.

As discussed earlier, upon detecting an intrusion on a system the identity of the intruder, or what their purpose is in attacking the system, will not usually be immediately evident.  Identifying who the attacker is can provide an understanding for the motivation behind the attack.  Observing the activity also provides information about what the current mission of the attacker is, how sophisticated he is, and what technologies he is able to deploy.  Holding contact with, and observing, the attacker also allows us to allocate other information operations assets (see figure 1) to build a more complete understanding of the attacker using multiple sources. It is vital to answer these questions in order to maintain a valid assessment of the threats to our interests.  This assessment leads us to be able to form a strategic picture of the motivations and probable intent of the adversary.  It is only once we have been able to form this strategic picture that we are truly able to begin to anticipate attacks and proactively allocate our defence resources.  An effective defence may take considerable time and effort to properly deploy.  It likely involves the development and implementation of technology, training personnel, adaptations to organizational structures, the allocation of intelligence assets, etc.  Such a defence cannot be based on a purely reactive philosophy.  The development and maintenance of CNO-order-of-battle profiles on adversaries that are perceived to be a significant threat is the cornerstone to developing an effective defence. Such CNO order-of battle profiles can only be developed over time, and they must be updated through the monitoring of the adversary to be effective.

The third operational objective proposed is preparing the adversary.  What this means is preparing the adversary for some form of counter-operation.  For example, we could hold contact and gain enough understanding of the adversary so that we can clearly identify a target for a computer-based (or conventional) attack designed to neutralize the attack capability of the adversary.  In this case preparation is the intelligence preparation for our counter-operation.  Another example might be the case of some law enforcement action as a counter-operation.  Preparation for this counter-operation might be the careful collection and protection of a chain-of-evidence that links the attacker to illegal activity. A third example might be an information operation as a counter-operation, where false information is planted or otherwise fed back to the attacker in order to influence the adversary’s decision making process, or to otherwise effect the behaviour of the adversary.  In each case, part of our motivation for holding contact with the adversary is to use the continued interaction to prepare for the counter-operation.

The operational objectives we have proposed fit into a larger set of Principles of Operation for Network-based IO counter-measures:

a. Operational Objectives for Active Response,

b. Combined Operations,

c. Repeatable Operations (standing-force concept), and

d. Risk Management.

Operational objectives have already been discussed.  The Principle of Combined Operations recognizes that the nature of the CNO threat is global and extra-national.  That is, even if an adversary is physically acting within the confines of our national boarders, it is quite likely that the communications paths and locations of computing equipment involved in the attack will be located in a number of other nations. It is also the case that the adversary may not be easily associated with a foreign national government, even if such a relationship exists.  It may be the case that a foreign government is involved, but it may be difficult to trace the association through a web of extra-national client organizations and informal links.  Many new threats are not foreign governments, but entities such as terrorist organizations and organized crime.  These organizations in turn may operate through proxies or paid third party hacking groups.  A particular adversary organization may have paramilitary elements engaging our military forces abroad, be supported by organizational cells operating in our own territory and the territory of friendly/unfriendly/neutral nations, and be using information technology infrastructure located in any or all of these places to support their cause by attacking our IT systems.  Our traditional, cold-war based, government institutions, laws, and procedures need to adapt to this new threat environment.  A network-based IO counter-measure is not clearly and cleanly a law enforcement operation, a counter-intelligence operation, a foreign intelligence operation, or a military operation.  A combined operations approach is needed to bring together operational capabilities, and to work within the mandates and legal constraints of organisations such as RCMP, CSIS, PSEPC, CSE, and National Defence.

Within the context of Combined Operations is the need for Repeatable Operations.  Combined operations are difficult to organize and control.  Mounting such operations on an ad hoc basis is likely to be inefficient.  Computer network attacks happen very quickly and require a timely response in order to limit/contain the attack.  An ad hoc coordination activity among government departments (often requiring Ministerial approval) cannot hope to move with the operational speed required.  It is even difficult to mount an effective operation to address a specific wellknown threat because there are no dedicated resources for such operations and the necessary resources must be diverted from their primary missions.  The Repeatable Operations principle identifies the need for a standing combined operations force with resources allocated from the various relevant government agencies.  Such a force would have a standing set of operating procedures and techniques that can be applied to meet the threat environment.  A standing force can allocate resources, plan, train, and target operations in a comprehensive way.  Such a force can apply a measured, repeatable response to an attack on IT infrastructure and develop and maintain the CNO-order-of-battle profiles necessary to mount effective defence.

The fourth principle of operation is Risk Management.  As with any operation in which one is engaging an adversary, there is risk involved in network-based IO counter-measures.  In this kind of operation there is inherent risk in letting a known attacker continue to have access to an important system or network.  In this kind of operation, where a fundamental operational goal is to maintain contact with the adversary, this risk can be weighed and managed but not eliminated.  The operational planner must anticipate that the attacker will perhaps alter some information on the network systems and exfiltrate some information from the system.  The operational planners may arrange their defence to control or limit information damage or information exfiltration.  This might be done by moving or channelling the adversary’s presence on the system to a controlled artificial environment; the attack would thereby only have effects upon the artificial environment.  However, the more artificial the environment, the more likely it is that the adversary will become aware of the IO counter-measure.  To maintain the fidelity of the artificial environment a certain amount of real information and network traffic may have to be used.  Balancing the risk of tipping-off the adversary against the risk of damage that might be done if the attack breaks out beyond the operational controls is a critical activity and ability.  While the adversary has access to the network there is the possibility that he might:

a. damage or alter information on the network,

b. exfiltrate more sensitive information than was anticipated,

c. push his attack to other systems deeper in the network,

d. attack other third party systems outside our network, or

e. if he becomes aware of being observed, mount an IO counter-counter-measure with the aim of providing false intelligence.

These risks must be weighed against the risks of not engaging the adversary in a counter-information operation.  To simply block the attack without gathering intelligence and channelling the attacker invites the following risks.

a. We will not be able to identify who is attacking, and therefore will be unaware of the extent of the threat against us.

b. We will not be aware of the techniques, technology, mission and strategic objectives of the adversary, and again unaware of the extent of the threat against us.

c. We will loose the ability to influence other activity by the adversary.  When the adversary comes under observation by our defensive IO counter-measures, other supporting information exploitation operations can be arranged as we hold contact with the adversary and identify his communication flows. The same computing/network resources are often used by an adversary for different attacks, on our own systems and on others.  Not engaging in defensive IO counter-measures means we will not identify these other attacks on our systems (and other systems) being conducted by the adversary.

d. By immediately closing off an entry point for the adversary that we are aware of (and can observe), we encourage the adversary to attempt another point of entry. Presumably the strategic goals of the adversary will not have changed and there will be further attempts to attack our system.  The new attempts may not be detected.  It may be better to hold and control the adversary where we can see him than loose contact and force him to use a technique that we are not able to observe.

The ability to manage this risk is of critical importance.  The risk must be carefully weighed before engaging in an operation, and must constantly be monitored while an operation is underway.  Using technology and techniques to control and limit information damage and information extraction can mitigate risk.  This is a key area for research.  A promising technology is an adaptation of current honeypot technology.  The next two sections describe how this technology might be used to isolate and observe the attacker.

3. Honeypots

It is possible to learn a great deal from observing the activity of attackers on an organization’s actual production systems.  Systems that access large networks such as the Internet are constantly being scanned by other computer systems [6].  The problem with these observations is that it can be extremely difficult to distinguish between genuine use by the production system’s user and potentially harmful activity by an attacker.  Most production systems also have a wide variety of active programs that permit many conveniences such as web browsers, email, network file services, print services, etc.  Each of these communicates with other systems on the network, generating a vast amount of traffic.  If a computer system is under attack, the attack activity becomes obfuscated by the legitimate use of the production system, and is thus difficult to detect, isolate and analyse.  The security analyst is faced with finding the proverbial needle in a haystack.

Enabling the observation of the attacker’s activities is the premise behind the concept of honeypots. An authoritative publication on the subject of honeypots is the book by Lance Spitzner titled Honeypots – Tracking Hackers.  A honeypot is defined as a security resource whose value lies in being probed, attacked or compromised [6].  In this definition, a honeypot has no production value.  The system should not be requesting any services from servers on the network and it should not offer any services to clients.  Discovering attack traffic then becomes trivial, because any communication attempts with the honeypot are suspicious in nature. 

Honeypots have been credited with many successes in detecting attacks and observing attacker behaviour.  They have been used to capture information to track down spammers that send unsolicited emails [7], identifying and tracking individuals that defaced Web sites and discovering a zero-day Distributed Denial of Service Tool [8].  In an extensive study at the Georgia Institute of Technology, honeypots were used to capture the exploitation pattern of Internet worms by collecting data on how they propagated across the network.  The information captured by the honeypots also lead to the discovery of many infected systems on the local network, and they were also useful in discovering poor computer security practices by some of the network users [9].  

Before an organization decides to deploy honeypots, it must have a clear purpose for their use.  Spitzner suggests that there are two types: production and research honeypots [6].  Production honeypots are focussed on securing the organizational environment.  They are used to detect attacks and to detract attention from production systems.  Spitzner draws a parallel to law enforcement: production honeypots are there to catch the bad guys so that the organization can deal with the immediate threat; they are alarm sensors.  It is usually not necessary to give the attacker a lot of functionality when we only want to detect her or him, so production honeypots tend to be easy to deploy and many solutions come as easily installed applications. Research honeypots on the other hand are designed to gain information about the attacker’s capabilities.  In order to acquire information about the attacker community writ large, the researcher may be willing to sacrifice some short-term security objectives such as disabling every hole in the defence perimeter.  In order to be able to learn from the attacker, she/he must be given a reasonably realistic system to interact with.  This tends to make the deployment of research honeypots more resource intensive.  

We will now examine some foundational issues with respect to honeypot use.  The literature shows two main taxonomies to classify honeypots.  Brenton suggests a classification scheme based on the type of honeypot used, while Spitzner’s taxonomy focuses on the level of interaction that the attacker is expected to have with the honeypot.  

Brenton [6] describes honeypots as belonging to one of the following categories: Deception Services, Weakened Systems, Hardened Systems, and User Mode Servers.  Deception Services consist of simple applications that listen to a specific IP port and respond in a manner consistent with an initial server response.  However, the Deception Service does not offer a legitimate connection to the system, it only collects information about the communication attempt.  A Weakened System is typically built using an un-patched installation of an operating system.  The operating system that is chosen usually has many well-publicized vulnerabilities making it an easy target for attack.  This means that while the honeypot is likely to show a lot of attack activity, it will mostly consist of known attacks and little new information will be learned.  The Hardened System takes the Weakened System approach a step further.  The honeypot is built with a common operating system, but the installation is updated and patched to obtain the highest possible level of security, similar to what would be expected if a conscientious administrator maintained the system.  A honeypot built on a Hardened System is less likely to be successfully attacked than a Weakened System, but those attacks that do succeed will yield much more valuable information.  Finally, User Mode Servers are a restriction placed on the honeypot implementation.  Instead of existing as a native operating system in its own right, the honeypot is run as a user process under the control of a host operating system.  Two technologies enabling the use of User Mode Servers are VMWare [10] and the building of a chroot jail [11].  The main advantage of a User Mode Server is that in order to gain control of the system, the attacker must do more than simply break out of the honeypot operating system; he/she must be able to elevate their processes’ privilege above that of a user process on the host operating system as well.

Brenton’s taxonomy is well defined and easy to understand because it looks at the problem from the perspective of the tools used.  Spitzner describes production and research as purposes for the use of honeypots; he also proposes a taxonomy that is based on the functionality given to the attacker once he/she has gained access to the honeypot  [6].  A honeypot may be classified as low, medium, or high interaction, depending on how much the attacker is allowed to do with the system.  In order to achieve a higher level of attacker interaction, additional effort will have to be devoted to configuration, deployment and maintenance.  That effort will vary based on the chosen level of interaction, as will the potential information gathered by the honeypot.  Table 1, taken from Spitzner [6], summarizes the trade-offs between the level of interaction, work required, potential information gathering ability, and level of risk.

Table 1.1 – Tradeoffs between levels of interaction of honeypots

	Level Interaction
	Work to Install and Configure
	Work to Deploy and Maintain
	Information Gathering Potential
	Level of Risk

	Low
	Easy
	Easy
	Limited
	Low

	Medium
	Involved
	Involved
	Variable
	Medium

	High
	Difficult
	Difficult
	Extensive
	High


Low interaction honeypots are easy to install and configure.  In fact, many ready-made solutions such as NFR Security’s Back Officer Friendly (BOF – [12]), NetSec’s Specter [13], and others come as pre-packaged applications.  The honeypot only emulates a few specific services, and the attacker is given limited interaction with those.  For example, the honeypot may be emulating a server by giving the attacker a login prompt and capturing the account name and password used to attempt the connection, along with details about the login session.

The main purpose of low-interaction honeypots is detection.  Because they look for well-defined attacks, low-interaction honeypots are very efficient at recognizing known threats and they can be easily configured to alert system administrators when such attacks are detected.  However, they are not very useful for detecting new attacks or novel ways of carrying them out.  Often it is not necessary to give the attacker a lot of functionality.  This allows the organization to limit the potential damage that can be done by the attacker on the honeypot; by putting in place some very strict data control mechanisms.

The medium-interaction honeypot is intended to appear more like an actual service, while still not giving the attacker access to a full operating system.  Spitzner gives the example of a medium-interaction honeypot deployed to gain information about an Internet worm targeted at a MicroSoft IIS server.  While a low-interaction honeypot might only log connection information, a medium-interaction honeypot would establish the connection in a way that is consistent with the emulated IIS server.  It is hoped that if the honeypot is configured properly, the worm will upload its payload following what is deemed to be a “successful” connection, and the honeypot will be able to capture it.  In this example, the worm is allowed a connection with the honeypot.  However, because it is not interacting with the service being targeted, the worm payload will not have its desired effect.  While this offers some protection, a medium-interaction honeypot represents more risk than a low-interaction honeypot that would only record session information without allowing an actual connection to the system.  To contain the attacker and mitigate this risk, a significant amount of effort must be devoted to the deployment and maintenance of the honeypot.    Considerable effort must also be applied to make the honeypot appear to be a legitimate server.  

It stands to reason that the best way to observe an attacker at work (and thus gain the maximum amount of useful information) is to give her/him an actual operating system to interact with, and this is precisely what takes place in high-interaction honeypots.  Their goal is to give the attacker access to a real operating system where nothing is emulated or restricted [6].  In this case however we must still develop technology to manage the risk by containing and observing the attacker. Currently, research is considering mechanisms to isolate the high-interaction honeypot behind a firewall with a set of strict rules that limit the risk to other systems.  Also, when dealing with high-interaction honeypots it is expected that the attacker will get administrator (root) access to the system.  When the attacker has root access on the system it becomes difficult for us to hide the tools and programs that we are using to observe him.  We can observe the network traffic to the honeypot system passively (although it may be encrypted). It is more difficult to observe what the attacker is doing on the honeypot without being observed ourselves.

4. Honeypots as an IO Counter-measures Tool

This section introduces a new use for honeypot technology in the context of defensive IO counter-measures.  In the sense of Spitzner’s taxonomy this is a kind of high-interaction honeypot, however the intended use is not for research but for operational use in the protection of production systems.  Also, the level of interaction available to the attacker goes further than usually intended in current research honeypots.  This means creating an artificial honeypot environment with an extremely high degree of fidelity, and the development of new techniques and tools to support that environment.  This discussion does not provide a solution to these issues; it is an identification of the properties that such tools must have, and it provides some suggestion as to what useful technologies might be adaptable.
As we have seen, production honeypots have had success in helping to protect organizations by raising alarms, and much information about the tools and techniques of attackers has been gained through the use of research honeypots.  However, the understanding of attackers has to this point been primarily focused on a tactical level.  That is, the honeypots have answered questions about the techniques attackers use to gain control of a system, and the tools they use to scan and prepare to attack other systems.  However, the tool we are proposing has a focus that is really at the strategic level, i.e. the identity, missions and motivations of the attacker.  In order to answer these questions the attacker must be encouraged to engage in his mission objectives once he has established a presence on our system.  This means that the attacker must believe he has the resources necessary for his mission.  He must believe he is in a real production environment on our systems.  He must remain unaware that he has been detected and is being observed.

The current generation of high-interaction honeypots provide a real operating system environment that seems natural to the attacker.  The attacker can gain root privilege on the system and download and use his usual attack tools.  The activity of the attacker is observed using a set of hidden processes.  The method of hiding the observing processes has been to use a page from the attacker’s own handbook and employ rootkit tools.  Rootkits [14] are a technology that was developed by attackers to hide their activities and tools from the legitimate system administrator.  In our case the same kind of techniques can be used to hide the honeypot observation tools from an attacker who has gained administrator privilege.

Rootkit-based honeypots such as Sebek [15] provide a solid foundation for the proposed tools.  There are some notable deficiencies in the current technologies that must be addressed. The first is that honeypots have been used in relatively quiet environments.  This is because a fundamental tenet of honeypot philosophy is that it be relatively straightforward to identify the attacker’s traffic on the honeypot.  In some cases they are set up such that any traffic to the honeypot is abnormal and must be associated with an attacker.  Honeypots are therefore not set up to appear as if they have any significant user interaction.  What is required is a honeypot tool that provides believable user interaction as part of its artificial environment.  Since the attacker has root access on the honeypot he is able to carefully monitor user activity.  The artificial traffic must appear as if it comes from a human user, with all the inherent idiosyncrasies, statistical properties, and errors associated with traffic generation by a human user.

The traffic must also appear to come from the input devices on the honeypot system.  Therefore, the ability to hide the honeypot observation tools must also be augmented by the ability to covertly inject artificial data streams on the systems I/O interfaces.  The ability to separate honeypot-generated traffic from the attacker’s activity must also be preserved.  This may require the logging of the artificial traffic to facilitate this de-confliction process.

The current generation of rootkit technology is not totally undetectable [16,17].  These deficiencies need to be addressed.  In the case where the attacker installs his own rootkit to enable him to hide from the legitimate system administrator, the rootkit-based honeypot must not conflict with the rootkit the attacker has installed.

In general the proposed honeypot based IO counter-measures tool must have the following characteristics:

a. its components and mechanisms must be undetectable from the vantage point of a user with root privilege on the honeypot system;

b. its behaviour and external communication traffic must be undetectable from the vantage point of another system on the same network (the attacker may have a presence on more than one machine);

c. it must be able to simulate a normal human user to the extent that human-like input activity appears on the systems interfaces.

d. it must provide tools for observing and logging activity of the attacker; and

e. it must be straightforward to separate (de-conflict) the attacker’s activity from other simulated activity on the system.

As an example of how this new IO counter-measures tool might be used, consider the following scenario. When deploying the IT infrastructure for a sensitive government network our IO counter-measures tool is installed as part of the baseline of software applications (similarly to anti-virus software).  At some point an intrusion is detected on the network; an attacker has taken control of one of the users’ workstations and is controlling it via the available Internet services (e.g. web browsing protocols).  At this point we physically isolate the machine, but maintain the same network connectivity it always had (IP address, network sub-net, etc.). We do provide an additional firewall to protect the rest of the network from this machine.  We also activate our IO counter-measures tool, which has been dormant up to this point.  The IO counter-measures tool provides believable user activity on the machine (drafting e-mail, word processing, web browsing, etc).  This activity might be customized to match the kind of work the original user might be expected to do.  The original human user is given a new machine to work with and carries on in his duties.  The IO counter-measures tool monitors and records any attacker interaction with the compromised system.  As the activity of the attacker is analyzed, the new documents and synthetic user activity introduced to the system can be tailored to draw out more information about the attacker, or to prepare the attacker for a follow on counter-operation.

They key research areas that enable the development of this IO counter-measures tool are believed to be rootkit research to provide the necessary techniques to keep the tool undetectable, and artificial user traffic synthesis in order to model the statistical and idiosyncratic nature of real human-computer interaction.
5.  Conclusion

This paper has argued that a reactive-oriented network defence policy based solely on perimeter defences is not sufficient to properly safeguard IT infrastructure.  An argument is made for an approach based on the idea that defence begins with an understanding of those adversaries that pose significant risk to us, their motivations, and their capabilities.  Therefore, the first response to an attack should not always be to immediately block the attack.  Instead we can respond with a defensive IO counter-measure with the objective to discover: who is attacking, what they are capable of, what their current mission objective is, and what is the larger strategic goal or context for the current attack. A set of Operational Objectives for such a response is defined.  This response concept is also oriented in a set of Principles of Operation for Network-based IO counter-measures.  To enable this new kind of operation, new tools and techniques are required. Key research areas have been identified and a honeypot-based IO counter-measures tool is presented as specific topic area for fruitful research.
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Figure 1 – Information Operations Disciplines
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